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SPECIAL TOPIC OVERVIEW

Appropriate Animal Numbers in Biomedical
Research in Light of Animal Welfare

Considerations

MD Mann, DA Crouse and ED Prentice

Over the last decade, public awareness of the use
of animals in biomedical research has generally increased,
whereas public attitudes toward such research have not
necessarily changed. Most people still recognize the poten-
tial benefits of animal research and believe that these benefits
outweigh the costs. At the same time, however, the public is
concerned that animals are used both humanely and wisely,
e.g., wisely in terms of conserving natural resources. General-
1y, scientists reflect the attitudes of the population and there
hasbeen a concerted effort to reduce the number of animals
used in research. : '

Scientific granting agencies, oversight bodies such
asthe U.S. Department of Agriculture (USDA), and the scien-
tific community have all endorsed the use of Russell and
Burch’s three Rs (1). Russell and Burch recommended that
efforts be made to Replace animals with nonanimal models,
Reduce the number of animals used in research, and Refine
the techniques of research to reduce animal suffering. Clearly,
the intent of the Animal Welfare Act of 1985 (2) and the rules
resulting from that law are designed to encourage the
research community to implement these three principles.
This is reflected in the following passage from the Public
Health Service (PHS) Policy on Humane Care and Use of
Laboratory Animals(3): “The animals selected should be of
an appropriate species and quality and the minimum number
required to obtain valid results. Methods such as
mathematical models, computer simulation, and in vitro
biological systems should be considered.” The USDA animal
welfare regulations (4) also reflect this concern: “A proposal
to conduct an activity involving animals, or to make a signifi-
cant change in an ongoing activity involving animals, must
contain...A rationale for involving animals, and for the ap-
propriateness of the species and numbers of animals tobe us-
ed..”

Consistent with the national trend, the number of
animals used in research at the University of Nebraska
Medical Center has declined dramatically since 1979. This
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general downward trend in animal use is not simply the result
of animal welfare legislation because its beginning clearly
precedes the Animal Welfare Act of 1985. Declining usage also
could be the result of increased cost of animals and their care,
but increasing grant funds should have partly offset that ef-
fect. A number of factors are probably responsible for this
trend, among them increased concern among scientists for
animal welfare, increased cost of purchase and maintenance
of animals, decreased funding of animal-related research from
Federal sources, increased oversight by institutional commit-
tees, and increased emphasis on molecular approaches and
biotechnology which often require fewer animals. It is not
possible to rank-order these factors by importance. Clearly,
the reasons for the decline in the number of animals used are
multiple.

Both the PHS and USDA have charged the Institu-
tional Animal Care and Use Committee JACUC)! with en-
suring appropriate and humane animal care and use. It is dif-
ficult to see how any committee could offer such assurance
without considering the appropriateness of animal numbers.
Five years of experience in making decisions regarding the
appropriateness of animal numbers has convinced us that this
is a complicated issue. an issue worthy of examination inlight
of animal welfare considerations. A number of factors enter
into any considerations of the appropriate number of animals
tobe used in a research project. Statistical, economic, contrac-
tual and welfare issues all play some role in such considera-
tions. Investigators and committees must use all of these fac-
tors in making decisions about the appropriateness of animal
numbers. In thisreview, we will first consider the statistical
aspects of experimental design and will then take up non-
statistical issues which committees encounter in the review
of proposed experiments using animals. o

Statistically Appropriate

Numbers of Animals

The decision about the number of animals to use
in an experiment often can be made on statistical grounds,
that is, the appropriate minimum number of animals 10 be



Table1 Sources of sémple sirz;ta'l'l'ai;s‘ and honravogAramsv

Statistical Test .................0..... -Reference
Chi Square,2x2 .......... .11
Chi Square,rxc ........... .15,38
FTest ...............0 .9
Log-rank Statistic .................. N .39
Multiple Correlation .15,40
OddsRatios .......................... .14,41,42
One-way Analysis of Variance (Parametric) . .13,15,17,43
Paired ttest ....................... ... .12,44
Proportions Pearson Correlation Coefficient .9,15
Comparing Two Proportions . ......... .10,15,45,46
Confidence Limits . ................. .9
SignTest ............oooiiiiin... .15
tTest ... .9,12,15,44,47
Two-sample McNemar Test.............. .48
Two-sample McNemar Test, Matched Pairs . .49
Two-way Analysis of Variance (Parametric) . 15,43

used is specifiable given the nature of the experiment and the
statistical tests tobe used in analyzing the data obtained. Pro-
per use of most statistical tests requires that the decision of
what test to use precede the experiment, and, infact, the ex-
periment must be designed to use that particular test. In
reference to analysis of variance, Sokal and Rohlf (5)remind
usthat, “An important point about such testsis that they are
designed and chosen independently of the results of the ex-
periment. They should be planned beforethe experiment has
been actually carried out and the results obtained”’ Many
journals are now requiring that “power-based” assessment
of the adequacy of the sample size be provided in papers sub-
mitted for publication (6,7,8). Such an assessment should be
made before the experiment is begun.

It isbeyond the scope of this paper to present the
formulae for calculation of appropriate sample sizes. Calcula-
tion formulae, sample size tables and nomograms exist for a
variety of statistical tests(9,10,11,12,13,14). Table 1 presents
some examples of tests for which such tables exist, but this
list is by no means exhaustive. Particularly, readers are refer-
red to an excellent text by Jacob Cohen (15) which discusses
power analysis indetail and presents tables for a wide range
of statistical tests. Unfortunately, there are tests commonly
used in experimental research for which there are not such
tables, but Erb (16) suggested some strategies for applying
existing tablestosimilar tests for which there are no tables.
Use of these formulae, tables or nomograms requires
knowledge of several parameters: the acceptable alpha, type
T or false positive error; the acceptable beta, type II or false
negative error; the smallest difference worth detecting or the
effect size (15); and the variability of the control and ex-
perimental populations.

Alpha error: Alpha error is the probability of er-
ror in concluding that there is a difference between ex-
perimental and control populations, i e., concluding that the
experimental treatment of the animals has an effect when in
reality there is noeffect. This is the error associated with re-
Jecting the notorious null hypothesis, the hypothesis of no dif-
ference or no effect, when it is actually true. In parametric
tests, it isthe area(for so-called one-tailed tests) or areas (for
two-tailed tests) under the extremes of the normal curve
representing the null hypothesis (H, True) beyond the
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Figure 1 Sampling distribution of the ¢ ratio when the null
hypothesis is true (H, True) and when the alternative hypothesis is
true (H, True). The criterion value of the tratio is indicated by the
vertical line labeled ¢t,. The probability associated with that
criterion, o, is indicated with the area to the right of ¢, under the H,
True curve (cross hatched area), whereas the £ probability isindicated
by the area to the left of the t, under the H, True curve (hatched
area). The power of the test, 1-8, is indicated by the balance ofthe area
under the H, True curve.

criterion value, in Figure 1 the cross-hatched area. Every
biological population contains some variation. Random:
samples from that population will rarely be identical to each
other. Therefore, there is a finite probability that two very dif-
ferent samples could be drawn from a single population.
Because the samples are different, the conclusion may be
drawn that they come from different populations, when, in
fact, they do not.

The probability of an « error can never be zero in
biological experimentation, but biologists will settle for an
appropriately low, nonzero probability. This is the ubiquitous
level of significance or pvalue. The acceptable « probability
has been arbitrarily set at 0.05 or 0.01, values employed in
most statistical testing. The 0.05 level indicatesa willingness
to incorrectly reject the null hypothesis once in 20 times when
it is actually true. This probability is frequently used as
follows: When the calculated probability is equal to or less
than 0.05, the null hypothesis is rejected (ie., itisconcluded
that the treatment had an effect), whereas, if the calculated
probability is equal to or greater than 0.06, the null
hypothesis is not rejected (i.e., it is concluded that the treat-
ment had no effect). In this way, the experimenter could limit
his liability of error to 1in 20 such experiments. But consider
the probability of 0.06. This corresponds to an error rate of
1in 17 or 18 instead of 1 in 20, a small difference which, by
common sense, should merit a similar interpretation. The
practice of simply specifying a difference associated with a
probability of 0.06 or even 0.07 as “insignificant,” without
specifying the actual values, is indefensible, i.e., it is
preferable to specify the calculated p value.

Most people would agree that the smaller the pro-
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Figure 2 The relationship between the significance criterion, a,,
and the sample size. This figure was constructed for the t ratio for
equal size samples assuming a 8 probability of 0.2. Because sample
size depends upon the effect size, three different curves were con-
structed for effect sizes, 0.6, 1.0 and 1.4, where effect size, A, is in-
dicated by A = (u,-p, Yo, with p, and p, the means of the two popula-
tions and o the within population standard deviation, assumed to be
equal in the two populations. Alpha values are for two-tailed tests.
The hatched area spans the normally accepted significance criteria.

bability of an o error the better. There are, however, limits to
the truth of this statement. In general, the smaller the « pro-
bability, the smaller the power of the experiment? i.e., the less
likely the experiment is to find an effect of the treatment if
it exists. All other things being equal, the smaller the accep-
table a probability, the larger the sample size must be to
detect areal effect if it exists. Even a cursory examination of
any statistical table will verify this fact. In Figure 2 are plot-
ted two-tailed significance criteria, o,, against sample size
for three different effect sizes (0.6, 1.0 and 1.4 times the stan-
dard deviation). Clearly, sample size must increase with
reduced a probability. In addition, the smaller the probability
(o) of accepting a false positive effect, the larger the probabili-
ty of failing to reject 2 false null hypothesis, te., the larger the
probability of a 8 error.

Beta error: The 8 error occurs when it is wrongly
concluded that the treatment has no effect, and it is related
to the power of the study, power = 1 - 8, the probability that
adifference that actually exists will be detected by the study.
In parametric tests, the 8 error isthe area under the normal
curve representing the hypothesis alternative to the null
hypothesis (H, True) beyond the criterion value; in Figure 1
it isthe hatched area. The power of the test is the remainder
cfihcaica under the “H, True” curve. The optimal relation-
ship between o and 8 depends upon the situation of the study.
If committing a 8 exror is more cosily than committing an o
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Figure3 The relationship between the power of the test, 1-8, and
the sample size. The figure was constructed for the ¢ ratio for equal
size samples, assuming a,=0.05 (two-tailed). All other assumptions
and conventions are the same as those in Figure 2. The hatched area
spans the range of powers which can be considered reasonable for
detection of an effect.

error, as it would be if a promising treatment for cancer were
incorrectly discarded, then 8 should be smaller than «. The
loss of lives and increased suffering that might result from
discarding the treatment would indeed be costly. On the other
hand, if committing an « error is more costly than commit-
ting a 8 error, as it would be if an ineffective treatment were
adopted when another, effective, treatment exists, then a
should be smaller than 8. Again, the loss of life and increas-
ed suffering could be significant. Animal experimenters may
be tempted to make both values vanishingly small, but the
additional animals required may be too high a price to pay
for such certainty.

Figure 2 chows the relationship between power and
sample size for the same three relative effect sizes used in
Figure 2. Clearly sample size may be reduced by accepting
areduced power but, below about 0.7, even large reductions
in power have relatively little effect on sample size.

Effect size: Keppel (17) has pointed out that “in
most, if not all, of the experiments we conduct, the nuil
hypothesis is false. That is, when we treat groups of subjects

differently, they will behave differently.” If these differences-

are small then we must be certain we have enough animals
to detect them. The effect size is the actual difference between
the experimental and control populations in the parameters
Leing measured. In order to determine the appropriate sam-



ple size, the experimenter must determine the effect size he
expects. In other words, he must determine “the smallest dif.
ference that is worth detecting” (16). It is possible to find even
a miniscule difference statistically significant; but, though
this difference is statistically significant, it may not be
biologically or clinically significant or important. A very
small improvement in the therapeutic potential of a new drug
may be detectable statistically, but that small improvement
may have no clinical importance if the drug is more expen-
sive or if it has undesirable side-effects.

Cohen (15) has pointed out that “..the larger the
ES [effect size] posited, other things (significance criterion,

“desired power) being equal, the smaller the sample size
necessary to detect it.” Conversely, the smaller the effect size,
the larger the sample size must be. The appropriate sample
size is that needed to detect an expected effect size, if the ef-
fect exists. Erb (16) has emphasized that a sample size larger
than that needed to find the smallest worthwhile difference
constitutes a waste of animals. Furthermore, a sample size
smaller than that needed to detect such a difference is an in-
appropriate use of all the animals of the study.

Asanexample of this problem, our committee was
called upon toreview a protocol® involving use of monkeysin
a study of various procedures to shorten the jaw (sagittal split-
ramus osteotomy). In the initial protocol, 15 monkeys were
requested to be put into 10 different experimental groups.
Given the nature of the anatomical observations and
measurements tobe taken and the variability of such obser-
vations, no useful information could have been derived from
this study. The committee, therefore, suggested that either
the number of animals per group be increased or the number
of groups reduced. In this case, it may be less wasteful of
animals to use more of them. In fact, the committee review
of this protocol led to no increase in animal usage, largely
because of the projected cost, but did result in a more focused
project which addressed the most important experimental
variables.

Itisdifficult to say how common this error may be
over the whole range of biomedical research. A hint of its com-
monness was given by Freiman, et al. (18,19) who reviewed
71 negative clinical trials. They calculated, using data
presented in the reports of these trials, the power of the studies
given the sample size employed and found that 67 of the
studies involved insufficient patients to detect a 25% benefit
of the therapy. Fifty of the studies could not have detected a
50% benefit if it existed. Freiman, et al. had no way of
calculating the costs and benefits for each trial, but it is hard
to imagine that a 50% benefit is unimportant. Even worse,
most of the authors concluded that no clinically meaningful
effect existed. We have no similar data for animal ex-
periments, but we may presume that this error is not uncom-
mon in them (20). Similar experiments involving animals
would be wasteful of animals; it also may be regarded as
unethical by peers (21). False negative findings have an ad-
ditional effect which may be devastating to scientific progress.
Such findings may prevent others from investigating the
phenomena involved and certainly will affect the way olliers
think about them.

Animal Numbers in Research

- Most psychologists (and many other investigators)

‘areificlined not to believe any restilt achieved with asample

size of 5. But, both investigators and committees must be
aware that, if the assumptions of a statistical test are true for
such a small sample, a statistically significant result is
believable. As we have seen, the difficulty comes when the
result is not significant (or more correctly, when the accepted
criterion value is not met). .

Variability: One of the most common causes of
failure to detect a real difference is excessive variability in
the measurements. Control measures in experiments are im-
portant for reducing the undesirable variability. However,
even if all extraneous variability were controlled, the
parameters measured stilf would be different in different
animals or subjects; individuals within a population simply
differ from each other.

It isimportant that any sample value (mean, pro-
portion, variance) be close to the relevant population value,
ie, it mustbereliable. Reliability may be related to a number
of factors, depending upon the specific statistical model be-
ing used, but it is always related to the size of the sample. For
example, the most commonly used measure of reliability, the
standard error of the mean, depends upon the square root of
theratio of an unbiased estimate of the population variance
(s)and the sample size (n), thus, SE =vs¥n. Similarly, the stan-
dard error of a Pearson correlation coefficient depends upon
the ratio of 1 minus the square of the population coefficient
(r) and the square root of the sample size minus 1,
SE = (I - r*)/'n~ 1. Uniformly in statistical tests, the larger
the size of the sample taken, the smaller the error and the
greater the reliability of the results. _

For many tests, the larger ratio of the effect size to
the standard deviation, the more likely the effect is to be
statistically significant. It is a common practice to increase
sample size and therefore reduce the standard deviation when
the effect size is small. Failure to increase the sample size
results in an experiment of low power. An increase in sam-
ple size should be equivalent in both experimental and con-
trol groups. As discussed later, a large increase in only the
control group can invalidate the test by violating its
assumptions.

Knowing and estimating: In most cases, it is
necessary to know the effect size, « and 8 probabilities, and
variability in order to estimate minimum sample size. Alpha
probabilities have been generally agreed upon by the research
community, although the established values are arbitrary.
Some care should be taken in too quickly accepting these
values as immutable. It is possible to derive any conclusion
from a study no matter what the associated probabilities. On
the other hand, peer reviewers are not likely to relish conclu-
sions of significance if the probability of an « error is too large,
say >0.1. Acceptable 8 probabilities are not canonized. Ac-
cording to Neyman and Tokarska (22), a power of 0.8-0.9
should be regarded as reasonable for detection of an effect.
Kraemer (23)suggested that power be 0.8. In his calculations,
McCance (24)used a power of 0.7 as the lower boundary of the
range of acceptable powers. Reasonable values of power are
in the range of 0.7-0.9.
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data are known from previous experiments performed either
by the investigator or by others. There already may have been
experiments using similar protocols, with subjects drawn
from essentially the same population or from a’ sufficiently
similar population. In these cases, rather precise values may
be assigned to these variables. The experimenter may not
always know these Parameters, especially when making
measurements of new variables. What then? One possible ap-
proach is to do a pilot study using a small sample size. If the
experimenter is willing to accept the sample means and
variances as adequate estimates of the population
parameters, then a rough estimate of minimum sample size
ispossible. The minimum sample size calculated will be one
that produces sufficient power to detect an effect at least as
large as that obtained in the pilot study. This estimate will
not be as good as that obtained when the effect size and
variability are actually known, but it is better than nothing
at all.

Nonstatistical Factors in

Determination of Sample Size

Ethical considerations: Clearly, there are ethical
implications of using too many or too few animals to detect
an effect if it exists. Both are a waste of animals, though us-
ing too few may be the greater waste. There are also ethical
or animal welfare considerations that influence the number
of animals used, but these are considerations that have lit-
tle to do with statistical analysis. For example, our commit-
teerecently was asked toreview a protocol involving the use
of rabbits in a study of frostbite. The investigator proposed
producing frostbite in both hind limbs of a rabbit, then
rewarming each limb according to a different procedure to see
which would produce the least necrosis and better healing.
The committee was concerned that a rabbit debilitated in this
way would have great difficulty moving around in a cage and
that so much damagetothe leg tissues and their circulation
might reduce survival of the animals. The committee recom-
mended that the investigator consider doubling the number
of animals and producing frostbite in only one leg or using
the fore limbs or ears instead. These recommendations were
made only for reasons of the welfare of the animal.

Frequently, such considerations lead to either a
reduction in the number of treatments or an increase in the
number of animals. Either outcome is justifiable on both
ethical and statistical grounds. Protocols involving multiple
survival surgeries (occasions for general anesthesia and
surgery on the same animals separated by survival time)are
reviewed carefully by the committee. These must be Jjustified
exhaustively by the investigator. Unless such justification is
adequate the committee will recommend that the surgeries
be done on different groups of animals, sometimes resulting
in increased numbers of animals.

Economic considerations: Rowan (25) observed
that “few experiments require large numbers of dogs, cats or
Primates, but protocols that require hundreds of rodents are
common.” His conclusion that “obviously” fewer large
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" ”Fr‘equeliﬂuy, the éﬁ'éi:t size and variability of;“thé‘ ‘ animais are used i

n research because they are more expen-
sive is not accurate for many, if not most, cases. His question
about the statistical reliability of large-animal experiments
or the unjustifiably large numbers of rodentsin experiments,
while important, is meaningless in this context.

There are many reasons for choosing one species
over another in experimentation. Frequently, rodents are
chosen because they may be inbred, thus reducing variabili-
ty by eliminating much of the genetic variation. Gall stones
are easily induced in prairie dogs, but not in most other
species, by a simple change in diet. The cheek pouch of the
hamster is a site into which tissues can be transplanted for
the study of microcirculation, the circulation through
arterioles and capillaries. The squid is ideal for axonology
because of its large-diameter axons, Some larger animals may
be selected because something about them more closely
resembles the condition in man, and so forth. Often custom
is the only reason for using a particular species. For many
years, cats were used in neurophysiological experiments simp-
ly because they had been used by many different investigators
for many years.

That is not to say that economic considerationsdo
not enter into the choice of species. Rats may be elected for
experiments which could be done equally well in cats or dogs,
because rats are less expensive to purchase and maintain. But
expense should not be the only consideration in the choice of
species. Experimentsin screening of possible carcinogens re-
quire large numbers of animals because the expected in-
cidence of cancer is likely to be low and it takes a long time,
relative to the life-span of the species, for the cancers to ap-
pear (26). Thisis partly an economic issue, but it would be dif-
ficult to justify the use of large numbers of endangered
primates when abundant rats would suffice,

Rowan (25) has also missed the point of the ap-
propriate experimental units (16). For large animal ex-
periments the proper unit of the experiment is frequently the
number of measurements because a number of
measurements are made on each animal. Therefore, nisthe
number of measurements, not the number of animals. For ro-
dent studies, the unit of the experiment frequently is the
number of animals or the number of pools of animals. Often,
rodent studies involve pooling animal materials to get
samples large enough to measure or large enough to produce
some desired effect size. In these experiments, the number of
animals required is determined by the number of experimen-
tal conditions and the number of animals per pooled sample.

Grantor imposed restrictions: When an investi-
gator applies for a contract to perform some studies for a cer-
tain granting agency, he frequently must agree to conduct the
research ina certain way. Often, the agency will specify how
many animals must be used in the experiments. It sometimes
appears that the numbers have not been specified for obvious
or defensible reasons. It is common practice in such contracts
to specify that the control groups be two to five times larger
than the experimental groups. There is no statistical Jjustifica-
tion for this practice. It is possible to increase the power of the
experiment by increasing the size of the control group by itself
(any increase innumber of animals will have this effect), but




the increase in power is only apparent! .~ =

Most statistical tests require the assumption that
the variances of the experimental and control populations are
homogeneous. As we have seen, increasing sample size will
reduce the variance of the sample, thus increasing the ratio
of the effect size to the variance. However, in comparing two
samples, the actual power of the test is determined by the
smallest sample, not the largest. Enlarging only the control
group causes a violation of the assumption of homogeneity
and, therefore, invalidates the statistical test.

In these cases, the committee faces a dilemma. Ap-
proval of such a protocol constitutes a waste of animals and,
therefore, an abrogation of the committee’s responsibilities.
To refuse such a protocol means the institution will not receive
the contract. It seems that it is the responsibility of the grant-
ing agency to assure that the contract contains valid specifica-
tions for the appropriate number of animals. In some cases,
the appropriate number of animals is not specified by an agen-
cy, but by convention. Such is the case for establishing potency
of vaccines, where Hendriksen, et al. (27) have shown that
substantial reductions from conventional sample sizes are
possible with no loss of ability to achieve a 95% confidence
interval. A similar suggestion has been made by Shillaker,
et al. (28) for skin sensitization tests and by Ennever and
Rosenkranz (29) for carcinogenicity tests.

Artificial inflation of control group size: Frequent-
ly, investigators will ask for more animals than are required
for the experiments they propose. We suspect that this hap-
pensbecause the investigator has not calculated the number
of animals actually needed. When asked for a justification for
the large number of animals, many of these investigators res-
pond by decreasing the requested numbers. Usually the
deliberations of the committee do not result in a change in
requested numbers of animals. For example, in the most re-
cent 109 protocols, 89% were approved for the number of
animals originally requested. For 2/3 of the remainder, the
investigator reduced the number of animals, and for 1/3 the
investigator increased the number of animals as a result of
questions asked by the committee. For those that reduced the
number of animals, the average reduction was 33% (range
2-67%). Two investigators reduced the number of experimen-
tal treatments, but kept the number of animals the same.

Sometimes investigators propose using control
groups that appear inordinately large. This can occur when
the protocol involves sampling specific parameters at a series
of times after a particular treatment. Control animals are
then included for each time at which experimental animals
will be used. This is often justified by the nature of the ex-
perimental design. However, when the control group does not
compensate for variations in sample “‘time;” the investigator
may be trying to increase the apparent power of his experi-
ment. As discussed in the previous section, this is not justified.

Protocols with several experiments in them will
often request different sample sizes tor each experiment. The
committee must ask the investigator to explain why unequal

sample sizes are to be used and, more to the point, how the
smaller sample is justified if the larger one is actually need-
ed or, conversely, why the larger sample is requested if the

Animal Numbers in Research

smaller one‘is sufficient. This problem occurs more often in
experiments involving rodents, probably because they are
most likely to involve large numbers of animals in several
experiments.

Ways of Reducing the Number of

Animals Used in Research

Nearly everyone agrees that it is desirable to
reduce the number of animals used in research, but the ef-
fect on power of such reduction can be dramatic. Obviously,
both committees and granting agencies must think careful-
ly about the power of experiments before suggesting reduc-
tions in sample size (24). What are ways of reducing the
number of animals used without reducing the power of the
experiments?

Increase effect size: If the effect size, the minimum
acceptable effect, can be increased then the size of the
minimum sample needed to detect the effect will be reduced.
One way to increase the effect size is to change the baseline
against which the measurements are made. For example, if
the effect to be measured is a change in blood glucose levels,
then fasting the animals before the experiment may produce
larger changes in these levels and increased effect size. Kemp-
thorne (30) was able to magnify the effects of proteins on
growth by reducing the nutrition level of the animals before
the experiment. Towe and Mann (31) were able to detect an
effect of strychnine in the cerebral cortex of cats simply by
reducing the stimulus intensity. With supramaximal inten-
sities the responses were saturated and an increase could not
be detected. Other such maneuvers could be used in other
situations.

This sort of manipulation may not always be ap-
propriate. For example, dietary manipulations themselves
could alter the response to an intervention, requiring an ad-
ditional control group, or they may limit the generality of the
conclusions drawn. The appropriateness of such manipula-
tions depends upon the nature of the experiments. If the pur-
pose is to see if an intervention can have any effect on a
response, as in the case of the strychnine experiments of Towe
and Mann (31), such manipulations are certainly warranted.

Reduce variability: Sample size may be reduced if
the extraneous variability of the measurements in the sam-
ple can be reduced, a main purpose of designing experiments.
One way to reduce variability is to increase the accuracy of
the measurements. This may mean developing a new
measurement tool. Another possibility is to use inbred
animals (animals which are more alike genetically), litter-
mate animals, or matched pairs of animals. Variability also
can be reduced by using an animal as its own control.

Some experimental design elements themselves
reduce or control for variability. The use of the randomized
block design will control for variation. In addition, the
primary purpose of analysis of covariance is to eliminate the
effects of variables acting with the experimental variables.
Even after all of these measures have been taken, there will
still be variation in the data. Thisisthe random variationin
the measurements themselves and the variation among the
individuals in the population of the parameter being
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Wise use of control groups: The number of animals
used in an{experiment often can be reduced by careful use of
- controls. Insome experiments, an animal may be used as its
own control?thereby eliminating the need for a separate con-
trol group. This procedure hasthe added advantage of reduc-
ing variability\; minimizing the effects of interanimal varia-
tion because paixed tests may be used. Often the same se-
quence of observaXions isrepeated under a variety of condi-
tions in different ex&z;timents within the same protocol.

‘meastkid. These variations cannot be eliminated.

Unless time is an important variable in such experiments,
there is no necessity to duplicate control groups. This may give
an added savings in anix;\mls. :

Repeated samples from animals: With micro-
analysis techniques available, it is often possible to measure
blood concentrations from very small samples. In these cases,
it is possible to obtain samples repeatedly from the same
animal over a period of time. This procedure will reduce the
number of animals used by eliminating the need for separate
groups tobe sampled at each time. Asin most procedures, this
one hasits limitations. The experimenter must either know
that each sample has no effect on subsequent samples or he
must be convinced that this is unimportant. For example, if
bloed is to be drawn from rodents by retroorbital bleeding,
both animal welfare and scientific considerations dictate that
this not be done too often. In addition, our committee requires
that this procedure be done under anesthesia possibly in-
troducing additional complications. The patency of indwell-
ing catheters, especially when used in small animals,
represents another limitation. Patency is frequently reduc-
ed with time, so the total duration of their usefulness may be
limited.

When thiskind of repeated sampling is done on the
same animals, the statistical analysis must be done with care.
The repeated measurements are not independent, because
the value of each measurement is related to the measure-
ments taken before. Shott (35) found that a major deficiency
of papers published in two veterinary journals was treatment
of dependent samples as if they were independent. With
repeated measurements from the same animal, it is
unreasonable to pool the samples as if they wereequivaient.
It isequally unreasonable to compare the sample at one time
inagroup of animals with the sample at another time in that
same group using a 2-sample ttest, a test which requiresthat
the samples be independent. Under these circumstances, com-
parisons between experimental and control groups can be
done legitimately.

Using replication or sequential testing: A sample
size frequently proposed for protocols our committee has
reviewed is 5-10 animals. Many investigators analyze their
results in terms of the statistic ¢. For very large samples, the
distribution of t approaches the normal distribution. Asthe
sample size decreases, the peak of the distribution is depress-
ed and the tailselevated, in short, it deviates more and more
from normality. One of the assumptions of the testisthat the
data are, in fact, distributed normally. For very small samples,
this is probably not true. There is no firm definition of what
constitutes a “very small” sample, but a brief look at the t
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The 95% confidence intervalis nearly 0.7 t units wider for a
sample size of 5 than for a sample size of 1000 It is nearly 0.6
tunits wider for a sample size of 5 than for a sample size of 35,

The power of the test decreases dramatically asthe
sample size is reduced from 85 to 5. Therefore, the probabili-
ty of finding an effect if one exists becomes much smaller. Not
only does the test become less reliable, but it also becomes less
sensitive. The most common reason given for risking these
errors with such small samples is that the appropriate
number of animals would be too expensive or the experiments
too time-consuming. Scme mvestigators deal with thig pro-
blem by replicating the experiment. That is, over the course
of time, they make the same observations in several small
samples instead of several large samples of animals. By pool-
ing the results, they are able to get the pooled samplesto an
appropriate size. However, they incur the penalty of having
to assume that the experiments were done in exactly the same
way each time. As Tversky and Kahneman (32) have noted,
“regardless of one’s confidence in the original finding, its
credibility is surely enhanced by the replication” if the effect
is in the same direction and of approximately the same
magnitude and if the variances are approximately equal.

The usual sampling techniques implicitly assume
that a sample of prespecified size will be taken and observa-
tions will be made on the entire sample, regardless of whether
all observations are actually needed toreach a decision about
the hypothesis. Using a sequential test (33), it may be possible
to reduce the sample size by as much as 50%. Sample units
are selected randomly one at a time from the population. After
each observation, the experimenter must decide whether or
not to reject the null hypothesis or obtain another observa-
tion. (The decision is based upon the ratio of the probability
function for the test under the null hypothesis , H,, to that
under the alternative hypothesis, H,.) The « and 8 pro-
babilities must, of course, be set in advance of the experiment.
In this way, the experiment can be terminated before the
usual preset number of animals hasbeen used. Of course, the
probability of detecting any event is greater if you’re looking
for it. This means that ordinary sampling statistics may not
apply to serial tests. The interested reader should consult one
of the many available sources for the methods of calculating
probabilities and examples of application of these techniques
(33,34,35).

Using one-tailed rather than two-tajled tests:
Usually, an experimenter does not specify the direction of the
difference between experimental and control groups. That is,
he will accept a difference with the experimental
measurements either greater than or less than the control
measurements. This requires the use of a two-tailed test.
However, if the experimenter is willing to specify the direc-
tion of the expected difference, then a one-tailed test may be
used. The danger of using such a test is that it precludes fin-
ding results in the direction opposite to that expected. In some
kinds of experiments, the opposite result may be of nointerest,
as in the case of studies of some potential therapeutic agent
for depression. The investigator is not likely to be interested
in an agent that increases depression.

s e e e e



ssezen A one-tailed test with an o probablhty of 0.05 will
have the same power as a two-tailed test with an'« probabili-
ty of 0.10 provided the result is in the expected direction. If
theresult is in the other direction, the one-tailed test hasno
power at all. The result of the increase in power afforded by
the one-tailed test is that a smaller sample can be used to
achieve the same power as would be achieved by a two-tailed
test with a larger sample. The investigator who elects this op-
tion must be aware that he pays the penalty of not being able
to find a significant result in the direction opposite the ex-
pected one.

Using trend analysis to detect too small samples:
If an experiment is performed with the preselected sample
size, and the results are associated with an obtained p value
greater than the o value selected beforethe experiment, most
experimenters are inclined to simply not reject the null
hypothesis. They will conclude that their intervention had
no effect. There is still the pessibility of a 8 error, of accepting
the null hypothesis when it is false. It is always a good idea
to carefully examine the data in any experiment. No ex-
perimenter should simply plug his data into a statistical pro-
gram and confine his attention to the computer output. Ex-
amination of the data themselves may give an indication if
a Berror has occurred. For example, if the difference between
the means of the experimental and control groups is not
associated with a probability less than or equal to o, it may
be that the sample size was too small. One way to detect this
is to do a formal or informal trend analysis. If every ex-
perimental value was greater than every control value, it may
be worthwhile to add more observations. On the other hand,
if half were greater and half were smaller, adding more obser-
vations may well be a waste of animals.

Replacement of animals: The most effective way
to reduce animal numbers would be not to use them at all.
In some cases, it is possible to do studies on in vitro embryo
cultures or cell cultures (36). For example, some questions
regarding the infection of cells by viruses or effects of mitogens
on ionic channels in lymphocytes can be answered effective-
ly using cultured cells. This, by itself, may not reduce animal
numbers unless cell-lines can be maintained and the number
of available cells expanded because animals are the ultimate
source of the cells. But not all research questions can be
answered by use of cultures. Questions about the metastatic
process, tissue or organ transplantation, brain mapping,
behavior and many other processes cannot be answeredat pre-
sent using cultured cells. On the other hand, some questions
regarding hematopoietic stem cells in peripheral blood or
bone marrow, for example, can be answered using human cells
and tissues which are available clinically, but not all such
questions are answerable this way. If the cells must be in-
troduced to a host and tissues collected from the host, humans
cannot be used.

Computer or other types of models are commonly
suggested to replace animals in research. In fact, some models
may well prove to be useful for this purpose (37). But any
model is only as good as the data and concepts on which it is
based. We rarely understand any living system well enough
to develop all-encompassing and effective models. It is clear
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that development of such a model would not eliminate the
need for ‘animals,’ but only reduce the number needed.
Rosenkranz and Klopman (37) correctly emphasize that
animal testing will always be needed from time-to-time to
verify the continued validity of the model.

Conclusions

Committees charged with evaluatlon of ex-
perimental protocols must, by law, be constituted by both pro-
fessional research workers and lay persons. Even the profes-
sional scientist may not be familiar with the statistical con-
siderations outlined briefly here. It is too much to ask the lay
representatives to make decisions based largely on such con-
siderations. Nevertheless, the committee must make deci-
sions about the protocols, including decisions about the ap-
propriateness of the number of animalsrequested. It isclear
tousthat such decisions are not simple and seldom made upon
statistical grounds alone. Members of committees must view
the entire experiment in making decisions about animal
numbers. We hope that we have highlighted some of the issues
that have appeared in our consideration of a large number
of protocols.

The subject of scientific merit has been purposely
avoided here; it is a thorny issue that is best treated in-
dependently. However, we would be remiss in not pointing out
that an experiment that is a waste of time is also a waste of
animals.
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rootnotes

*The PHS and USDA use the term IACUC to designate the com-
mittee charged with local enforcement of animal welfare rules.
In this paper, the term committee will be used to designate this
body.

*The term power, in strict usage, applies to the statistical test,
not to the experiment. McCance (24) has pointed out that its ap-
plication to the experiment is justified because of the inextricable
link between the experiment and the test of significance it
employs.

*Our committee uses the term protocol to refer to a proposal to
use animals in a research or teaching project. These protocols
must follow a specified format. They are not proposals for fun.
ding;rather they concentrate on important animal welfare con-
siderations (e.g., anesthesia, surgery, analgesia, euthanasia) as
well as on research considerations (e.g., scientific justification,
experimental design, and numbers of animals per test group).
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